Everyone has heard of Silicon Valley, but few really understand how it became the home of the global computing industry. Before the 1980s, the area’s technological economy was dominated by the development and manufacture of magnetic recording storage, and it has been said, somewhat tongue-in-cheek, that it was then more of a “Rust Valley” due to the prevalence of various ferrous-ferric oxide mixtures employed in this industry. The label “Silicon Valley” did not gain currency until later, when Fairchild Semiconductor and its descendants Intel and Advanced Micro Devices began to commercialize their metal-oxide-semiconductor (usually silicon) field-effect transistor technology (MOSFET) – thus transforming both the valley and its worldwide image.

Moore’s Law celebrates the life and career of a scientist who played a major role in these developments. In the geek world, Gordon Moore is best known as the progenitor of “Moore’s Law”, the empirical observation (made in 1965) that the density of MOSFETs on an integrated circuit would double every 18–24 months. This doubling has indeed occurred more or less on schedule. The book’s subtitle describes Moore as a “quiet revolutionary” and the first word is certainly accurate; Moore is definitely not a superstar who attracts the kind of press promotion received by the likes of Bill Gates, Steve Jobs and, most recently, Elon Musk. But I prefer the description “quiet hero”. In his own industry, Moore has been to his colleagues what Steve Wozniak was to Steve Jobs at Apple Computer – the real font of technical (not sales) innovation behind their respective enterprises.

The hardback book I now hold in my hands is some 4 cm thick and contains much more material than can be absorbed in one or two evenings of reading. To summarize, it describes how Moore was born and raised in the San Francisco Bay Area; attended local universities in San José and Berkeley; graduated from the latter in 1950 with a degree in chemistry; and obtained a PhD in that discipline from the California Institute of Technology. Following postdoctoral studies at Johns Hopkins, Moore joined William Shockley at Beckman Instruments in California, but in 1957 he and seven other young researchers broke with the notoriously difficult Shockley and accepted financial support from an entrepreneur, Sherman Fairchild. Over the next 10 years, their new company, Fairchild Semiconductor, pioneered the development of MOSFET devices, but not their successful commercialization. That began in 1968, when Moore and Robert Noyce founded the company that became Intel – arguably one of the most successful American enterprises of the later 20th century.

Narrating this tale takes up most of the book, which is replete with moving family memorabilia and corporate intrigue. An example of the latter was Intel’s uneasy alliance with IBM, which Moore engineered in the early 1980s. With demand for IBM’s line of personal computers and mainframes exceeding its in-house manufacturing and development resources, it purchased, temporarily, a 15% interest in Intel to assure continuity of supply. Ordinarily, such a purchase could have fallen foul of US antitrust legislation, but at the time, IBM mainframes underpinned a large number of US defence and intelligence resources. This led to concerns that if the company had to source parts for its machines offshore (particularly in Japan), it could engender a security risk. Hence, IBM was assured that its temporary funding of Intel would not be subject to antitrust action.

So much for biography. Now let’s put on our physicist hats. Just how did Moore’s law come to be, and when will it be repealed? The basic concept behind MOSFETs was revealed in patents filed by two physicists, Julius Edgar Lilienfeld in the US and Oskar Heil in the UK, in 1926 and 1935 respectively. (Perhaps these dates should be the real “t = 0” for Moore’s law.) So why did it take almost four decades for the device to be realized in practice? Developing ancillary tools for fabrication took time, of course, but lack of demand was also a factor. Simply put, it took a while for the window of “conventional” technology (the vacuum tubes, junction transistors and bulk diodes that underpinned the devices that emerged after the Second World War) to slam shut, and for demand for faster and smaller “1” and “0” switches to take off. The micro- and nano- “wrenches” “hammers” and...
“pliers” (actually vacuum deposition chambers, X-ray and electron diffraction, lithography and an alphabet soup of other technologies) required for manufacture had actually existed in the tool sheds of academic research institutions, US national laboratories, and a few hi-tech companies (notably IBM and Bell Labs), but it took the opening window of economic promise to get these tools off the shelf.

So, was the inevitability of Moore’s law foreseen in the basic physics of MOSFETs and of the tools needed for its commercialization? I would argue that it was, and here Richard Feynman deserves a lot of credit. In 1959, well before Moore’s 1965 speculation, Feynman gave his now-famous lecture “There’s Plenty of Room at the Bottom” (a play on the title of the 1959 film Room at the Top). In the lecture, Feynman pointed out that our known laws of materials physics more than allowed the evolution of micro-nano fabrication that gave rise to Moore’s law. And the rest is history.

Well, almost. On current trends, MOSFET volumes will approach atomic dimensions in a decade, and the last section of Moore’s Law (entitled “All Good Exponentials End”) discusses this problem. Keep in mind we’re talking physics here, not economics. Today, all computers, whether in the cloud or in your pocket, are based on the Turing–von Neumann stored program concept using “irreversible” binary logic and switching devices. By “irreversible”, I mean that the storage technology is incapable of “remembering” whether it contained a 1 or 0 before its current state. In 1961 – barely a year after Feynman and four before Moore – Rolf Landauer of IBM postulated a thermodynamic limit on the density of irreversible binary logic. Roughly stated, the Landauer limit scales as the number of switches per unit volume times $kT \ln 2$. This unitary Landauer limit was verified in a 2012 article in Nature.

So when will Moore collide with Landauer? This has been a point of debate for at least a decade, but unfortunately it is not clearly addressed in Moore’s Law. Some have suggested that Landauer’s limit could be overcome by storing and manipulating our 1s and 0s in a black hole – a sort of Feynman cell, if you will. If we could somehow convey this to Feynman’s spirit today, his response might be, “Of course. There’s still plenty of room at the bottom… and the top of the universe as well!”
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### Between the lines

**One crystal, many industries**

It is still not widely appreciated – even by many scientists and engineers – that the growth of single crystals is the foundation upon which most modern technology is built. Without the work of crystal growers, there would be no electronics industry or computers, very little optical industry and some important gaps in conventional production engineering. Many types of single crystal are, for example, required for lasers, while optical components for spectroscopy and detection, scintillators for nuclear physics, diode light-sources, bearings, gemstones and innumerable other applications also make use of these versatile objects. In A Jewel in the Crown, Donald J Hurle and Keith G Barracough describe the inner workings of what was, in its heyday, one of the most important crystal growth laboratories in the world: the Royal Radar Establishment (later the Royal Signals and Radar Establishment, RSRE) in Malvern, UK. The workers at this establishment were responsible for an astonishing list of important discoveries and inventions, but perhaps the most impressive was their successful growth of thin layers of cadmium mercury telluride – a component of far-infrared detectors that is arguably the most intractable crystalline material ever employed in device production. Hurle and Barracough’s book is concentrated and full of details (both technical and historical), and readers who were involved in crystal growth work during what is often regarded as the “golden era” of 1970–1990 will find it a delight. But the book also has implications that stretch well beyond one field or institution. After a series of amalgamations in the 1990s, the remains of RSRE were eventually floated on the London Stock Exchange as part of a commercial company, QinetiQ. Yet during its years as a state-run organization, the RSRE was both monumentally successful and the driving force behind the creation of successful specialist companies. Politicians who believe they can organize scientific research should consider its history very seriously.
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**How science developed**

“To interpret science, we have to know something about its past. We have to continually ask not just ‘What have we discovered?’ but also ‘Why did we look for it?’”

In The Story of Science, Susan Wise Bauer sets out to answer these questions by analysing some three dozen notable science texts from history, beginning with the Aphorisms of Hippocrates (“the first surviving book of science”) through to James Gleick’s 1987 popular-science book Chaos. In the earliest texts, the science is generally wrong (and sometimes, to quote a New Yorker cartoon, “wronged-wrong-wrong”), but despite this, Wise Bauer argues convincingly that scientists as well as historians should be interested in what the authors had to say. Robert Boyle’s treatise The Sceptical Chymist, for example, advocates an erroneous 17th-century theory of matter, yet many of the methods Boyle describes are sound. As Wise Bauer puts it, “its place in history is assured not by its conclusions, but by its procedures; not by the truth it discovers at the end, but by the road it takes to get there”. Sometimes, Wise Bauer demonstrates the continued relevance of old texts by showing how old ways of thinking have endured. The medieval division of the world into animal, vegetable and mineral, for example, influenced the Linnaean system of taxonomy that biologists still use today, and as Wise Bauer points out, it also lives on in the parlour game “20 Questions”. The Story of Science can be read on its own, but for those who wish to use it as a companion book to the original historical texts, the author includes a companion book to the original historical texts, the author includes some helpful and practical advice about translations.