formed from the same debris disk as the Moon, would have had a similar composition, but would have solidified before the Moon did, so the age at which its rocks crystallized would be older than for lunar rocks. The authors deduced that the companion would need to have impacted the Moon at a velocity lower than the speed of sound, and that the volume of the lunar crust excavated must have been much less than the volume of the impactor. In addition, most of the material from the impacting companion must have remained near the impact point. This is in contrast to impacts that produce craters and basins, where the impactor exceeds the sound speed. In these hypervelocity events, material is excavated and ejected away from the impact point, and target rocks are melted and vaporized in amounts that scale with the kinetic energy of the event.

In the highlands-forming collision, the addition of material from the companion would have thickened the lunar crust, and such thickening is observed from analyses of lunar topography and gravity. The collision would also have preferentially redistributed the underlying magma ocean to the nearside of the Moon, consistent with the distribution of heat-producing elements observed by the Lunar Prospector spacecraft.

The origin of the farside highlands has been a topic of speculation since the first global measurement of the Moon's shape. Ideas have included piling up of material excavated from the adjacent South Pole–Aitken impact basin, variations in tidal heating, and a variety of other processes that produce spatial heterogeneities, for example shallow melting, crustal crystallization, interior dynamics and impact bombardment. The challenge is that the distributions of the Moon's elevation and crustal thickness calculated from orbital observations broadly fit sinusoids, and because numerous processes in nature can produce such a pattern, the ability to fit does not in itself distinguish between different mechanisms. Consequently, the current study demonstrates plausibility rather than proof. Because the accreted companion would have formed earlier than the Moon, demonstrating that the farside highlands have older crystallization ages would bolster support for this idea. However, that would require returning samples of the farside highlands to Earth to calculate the absolute ages.

More feasible in the near term will be to match simulations such as those carried out by the authors to the detailed internal structure of the Moon that will be obtained by topography (Fig. 1) from the Lunar Reconnaissance Orbiter mission and by high-resolution gravity mapping, which will be obtained next year by the Gravity Recovery and Interior Laboratory (GRAIL) mission. In any case, Jutzi and Asphaug raise the legitimate possibility that, after the giant impact, our Earth perhaps fleetingly possessed more than one moon. Furthermore, significant remnants of this long-departed member of the Earth–Moon collisional family may be preserved today on the lunar farside.

**Maria T. Zuber** is in the Department of Earth, Atmospheric and Planetary Sciences, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA. e-mail: zuber@mit.edu


### The great quantum conundrum

**Twenty-five years on from its discovery, high-temperature superconductivity remains without a satisfactory explanation. The latest studies on the electronic phase diagram of copper oxide compounds reveal why this is so. See Letter P.73**

**Paul Michael Grant**

Some years ago, I lectured at a National Science Foundation summer workshop for high-school physics teachers. My subject was superconductivity. One of my co-instructors was Robert Laughlin. Scrawled across the top of Bob’s first projector slide was the phrase, ‘The Theory of Everything’, and I thought, “Oh, boy, here we go, the standard model of particle physics — again”. But underneath the title, he had written instead the many-body Schrödinger equation, summed over all the interactions between electrons and nuclei, and thus containing, once electron spin is included, the complete chemistry and physics of ordinary, terrestrial matter.

Of course, the devil is always in the details, in this case the enormous summation over particle coordinates that is required to achieve a scale of, say, Avogadro’s number. From this summation emerge life, the climate, smartphones … and high-temperature (high-$T_c$) superconductivity. And it is on this last that the great quantum conundrum of my generation, which was formally cleared up by John Hubbard.

Things get even more interesting when we consider what happens if charge from some external ‘dopant’ source is added to (with electrons) or subtracted from (with holes) the material’s copper–oxygen energy bands. Researchers had tried this approach with other transition-metal oxide compounds, but found nothing much. Then Georg Bednorz and Alex Müller ran across barium-doped, layered lanthanum copper oxide and discovered high-$T_c$ superconductivity. The presence of barium introduced holes into the copper oxide bands, destroying long-range antiferromagnetic order and creating — depending on the temperature and charge-carrier concentration — either normal conductivity or superconductivity. Similar behaviour was also later found when electron-donating cations were employed. As Phil Anderson cogently pointed out in 1986, once the Bednorz–Müller findings had received wide notice, it was “unlikely an accident that the original host material for high-temperature superconductivity compete or cooperate in generating the emergent superconducting state constitutes what I term the great quantum conundrum.”

The physics of the ‘3d-transition-metal’ monoxides, such as copper monoxide, is fascinating. By conventional energy-band theory, these compounds should all be metals. But they are not: they are a form of non-conductor called an antiferromagnetic Mott insulator, in which neighbouring cations (metal atoms) contain one or more opposite spins. This was the great quantum conundrum of my generation, which was formally cleared up by John Hubbard.
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temperature superconductivity was an antiferromagnetic insulator. The explosion of high-$T_c$ superconductors wrought by modern materials science has meanwhile produced a plethora of phase diagrams of temperature versus local charge density (induced by doping and/or pressure), typified by Figure 1. One common feature of these diagrams is a $T = 0$ line, plotted as a function of local charge density, which begins at low values describing a doped antiferromagnetic insulator and eventually reaches a quantum critical point, beyond which conductivity emerges.

The latest efforts at improving these qualitative descriptions are reported by Jin et al. and by He et al. Jin and colleagues focused on the electron-doped copper oxides, whereas He et al. addressed their hole-doped counterparts. However, the two groups approach their subject from different directions and arrive at somewhat different points of view.

It has long been speculated that some remnant of magnetic order remains behind when the nascent copper oxides are doped into a conducting or a superconducting state — I like to term this the fond memories of antiferromagnetism. In principle, such memories can be detected experimentally and may be linked to a phenomenon known as the pseudogap. The pseudogap, whose existence is revealed by anomalies in photoemission experiments, has been observed by a number of groups, especially in the hole-doped copper oxides. It is characterized by a transition temperature beyond which a metallic-like state emerges, and lies on top of the dome-shaped superconducting region of the phase diagram (Fig. 1). A central issue, however, is whether the pseudogap has a competitive or collaborative role in engendering high-$T_c$ superconductivity. He et al. claim the latter, pointing out that the energy of the pseudogap approaches that of the superconducting gap, as both converge in temperature towards the summit of the superconducting dome.

For electron-doped copper oxides, the case for the demarcation of a pseudogap phase is less clear than for hole-doped materials. Therefore, Jin et al. focused on a common feature seen in both systems — that the resistance of the normal conducting state shows a quadratic or quasi-linear dependence on temperature that is observed in broad regions of local charge density above the superconducting dome. I recall hearing Phil Anderson remark that the linear dependence of the normal conducting-state resistance on temperature was unusual as the appearance of superconductivity. This temperature dependence in ordinary metals at low temperature goes as $T^2$.

Jin et al. attribute this linear temperature dependence to ‘spin-fluctuation’ scattering of carriers, and speculate that this scattering is also responsible for the carrier-pairing mechanism underlying superconductivity in the layered copper oxides. They point to an analogous behaviour in the layered organic Bechgaard salts, compounds in which the local charge density can be varied by applying hydrostatic pressure, rather than by direct doping. This results in a superconducting state at around 10 kilobar up to a $T_c$ of about 1.2 kelvin, and a subquadratic temperature dependence in the normal conducting-state resistance at higher temperatures.

So, there is certainly circumstantial evidence that high-$T_c$ is mediated by spin fluctuations, but is it compelling? Or, put another way, there does seem to be a ‘smoking gun’ here, but what was it that pulled the trigger? What exactly is a spin fluctuation? One might think that there should even be a model at the microscopic scale from which one could calculate the coefficient of proportionality in the linear-temperature formula outlined by Jin et al. However, a search of the reference list in the papers by He et al. and Jin et al. revealed no source for such a model, nor did perusal of several recent texts on the theory of unconventional superconductors. What the theoretical framework of superconductivity in the layered copper oxides presently lacks is an equivalent to the Eliashberg–McMillan tool, which can be used to ‘post-dict’ the transition temperature of simple low-$T_c$ superconductors using an electron–phonon interaction. This can be calculated directly for, say, aluminium or niobium using a computational method known as density functional theory, but same methodology could, in principle, be used to treat spin-fluctuation scattering.

Having mentioned electron–phonon coupling, I should point out that most, if not all, of the layered copper oxides display an isotope effect. This occurs when one of the elements is exchanged for a lighter or a heavier one, which has a different number of neutrons in its nucleus. The substitution changes the ‘strength’ of the electron–phonon interaction, and causes a shift in $T_c$. In addition, in those instances when it has been measured, the neutron diffraction pattern shows anomalies near $T_c$. Both of these effects strongly suggest that phonons are somehow involved in whatever carrier-pairing physics applies to high-$T_c$ superconductors.

Let us return to the 3$d$-transition-metal monoxides. Most of the heavier ones (manganese, iron, cobalt, nickel, copper, zinc) can be found in ‘everything Laughlin’ in cubic rock-salt form. The one exception is copper monoxide, which emerges as the mineral tenorite, and which has a highly distorted crystal structure. I have applied density functional theory to investigate the stability of ‘cubic rock-salt’ copper monoxide, and found it to be extremely unstable, easily undergoing uniaxial deformation. Such instability results from the highly degenerate copper–oxygen bond, in effect reflecting an unusually strong electron–phonon interaction, much greater than is found in the other transition-metal monoxides. It is just this kind of interaction, originally postulated by Alex Müller, that he concluded might lead to unusually high-temperature superconductivity in the copper oxides. Was he right, after all?

So, does high-$T_c$ superconductivity emerge from ‘everything Laughlin’ because of ‘lattice shakes’ or ‘bouncing spins’? And do these effects compete or cooperate? I suspect the latter. At the end of the day, one should try to look beyond the current fashions of jargon and arguments-by-analogy, and move towards a formalism for high-$T_c$ carrier pairing that can be used to compute $T_c$ on a more-or-less-first-principles basis, much as now can be done for low-$T_c$ superconductors. A newly published paper by Le Tacon and colleagues, which
Shades of the savannah

Whether African savannahs had an impact on the evolution of our early ancestors has been a matter of debate. A study of carbon isotopes from ancient soils provides fresh clues. See Article p.51

CRAIG S. FEIBEL

We are creatures of the African savannah. Through some six million years of evolution, members of our branch of upright, bipedal primates — the hominins — have adapted to the prevailing conditions of savannah life. Writing on page 51 of this issue, Cerling et al. add a new dimension to our understanding of what early savannahs looked like, and how they changed through time, ultimately shaping our evolutionary course.

Although there is a rich trove of fossils recording the evolution of the hominins, as well as abundant stone artefacts that document their cultural awakenings, the environment that shaped them over time has not been preserved. Sediments reflect important details of depositional settings, and proxy evidence from lakes and oceans has contributed to a growing understanding of past climates. But the component of the savannah setting that is most difficult to reconstruct forms the very core of the savannah concept — the vegetation that clothed the ancient landscape. In this context, the rarity of plant fossils and debates surrounding the diverse manifestations of the mix of habitats within a local landscape, known as the savannah mosaic, have clouded our understanding of the conditions and changes that shaped our evolutionary path.

An underlying tenet to most discussions of human origins is the savannah hypothesis. In its broadest manifestation, it is the idea that environmental change transformed forests of the Miocene Epoch — some 23 million to 5 million years ago — into the savannahs of Plio-Pleistocene times (the past 5 million years), and that this shift led to upright bipedalism, increased brain mass and the suite of other characteristics that make us human.

However, in recent years, further site discoveries have challenged this classical view. For instance, the idea that Miocene Africa was home to unbroken forest has begun to fragment, with evidence of true desert in the Sahara. Meanwhile, suggestions of more wooded conditions during the Plio-Pleistocene clouded the other side of the transformation. At the same time, semantic arguments about the meaning of the term savannah — encompassing almost everything between desert and forest in Africa — have crippled much of the discussion.

Cerling and colleagues’ work enlists isotopic data to tackle this problem. The authors deftly sidestep ambiguities about the exact meaning and implications of the term savannah by focusing on a discrete, quantifiable characteristic of the savannah mosaic — the percentage of woody cover. Using a data set of some 1,300 samples from ancient soils, the team tracked the woody component, and hence the percentage of trees and available shade, through some six million years of savannah history. They drew the samples from two of the richest fossil regions of East Africa — the Awash and Omo-Turkana basins (Fig. 1).

The results show less than 40% of woody cover for most of the study period; thus relatively open habitats were common from the...